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SUMMARY

This paper presents an adaptive frequency sampling algorithm to generate a rational macromodel of a
power delivery network. To this aim, the cavity model is assumed to represent the structure and accurate
models of conductor and dielectric losses are incorporated. The adaptive sampling algorithm allows one to
minimize the order of the macromodel and number of frequency samples used to extract the rational
macromodel. The numerical results demonstrate the effectiveness of the proposed method. Copyright r
2008 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Power delivery networks are used for delivering DC power to integrated circuits (ICs) in
multilayer printed circuit boards (PCBs). The DC power-bus structure includes entire planes of
large area and is essentially a parallel-plane waveguide [1]. Modes excited within the planes may
result in signal integrity (SI) and electromagnetic interference (EMI) problems [2–7].

Full-wave techniques such as the finite-difference time-domain (FDTD) method [8,9], the
finite element method [10] or the partial element equivalent circuit (PEEC) approach [5,11] have
been widely adopted to obtain accurate models of power-bus structures. Full-wave equivalent
circuit models have been proposed in order to allow the fringing fields to be taken into account
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[12–14]. Despite their accuracy, all these techniques are usually time and memory consuming
and their use may be unpractical even for simple geometries.

In the specific case of power delivery networks, the electromagnetic field can be assumed to
have a TM structure because of the small thickness of PCBs. Under this hypothesis a full cavity
model has been generated to characterize the rectangular power-bus structure as a multiport
microwave circuit [15]. Maxwell’s equation are re-cast as a second-order differential equations,
which admits a Green’s function in series form. The spectral representation of Green’s function
allows the impedance matrix Z to be expressed as a double infinite series. Such a series is
characterized by a slow convergence and requires many terms to obtain an acceptable accuracy.
Irregular shapes of the power-bus structure can be modeled by using the segmentation technique
[16–18].

The convergence of the double infinite series can be partially improved by reducing it to a
single infinite series [19,20], although it may take hundreds or thousands of terms to achieve an
acceptable accuracy. The use of fast algorithms [21,22] can significantly accelerate the
convergence of the single infinite series.

It is clear that either the full-wave techniques or the cavity model contain more information
than really needed and a model-order reduction (MOR) approach is required to capture the
behavior of the structure without redundancy, limiting the order of the approximation while
preserving accuracy.

The aim of this paper is to present a systematic macromodeling approach of power-bus
structures based on the cavity model that is able to capture all resonances and anti-resonances
with a minimal workload, hereby selecting a minimal order of the macromodel and minimal
number of frequency samples. Since the dominant poles are identified, it allows one to simplify
the synthesized SPICE-compatible equivalent circuit. Additionally, the macromodel can be
integrated with non-linear models allowing realistic transient analysis.

Finally, the proposed technique is fully compatible with existing numerical techniques to
accelerate the computation of the cavity model, meaning that all frequency samples can be
computed using the methods presented in [21,22], or using 3D methods such as the PEEC
method [11] and the finite-difference algorithm [13,14].

2. POWER-BUS MACRO-MODELING

The cavity model proposed in [15] provides an elegant way to compute the impedance matrix of
a power bus as a double infinite summation that can be synthesized in a straightforward way. As
mentioned above, one concern is related to the fact that such an infinite summation is slowly
convergent and this leads to a large number of modes and, thus, of lumped elements in the
equivalent circuit. The double infinite series can be cast into a single infinite series [19,20] and its
computation made more efficient. More recent acceleration techniques have been proposed in
[21–23], allowing to significantly speed-up the computation of all Z matrix entries. The
asymptotic waveform evaluation (AWE) technique has also been applied to the eigenmode
expansion in [24]. These acceleration techniques perform an MOR, thus reducing the complexity
of the equivalent circuit used for analyzing the simultaneous switching noise on the plane pairs
for PCBs or multi-chips modules. All these methods focus on the efficient computation of the
impedance matrix but do not face the issue of generating accurate and efficient macromodels for
transient analysis.
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This task requires the following issues to be addressed:

� usage of physically consistent models of conductor and dielectric losses;
� minimization the order of the macromodel and the number of frequency samples.

For a rectangular plane structure with dimensions a� b, separated by a dielectric of
thickness h� lmin (where lmin is the minimum wavelength over the frequency range of interest)
and permittivity e, the impedance matrix at arbitrary ports on the plane can be computed as [25]

ZijðjoÞ ¼
X1
m¼0

X1
n¼0

jomhCmCn

ðk2mn � k2Þab

� cos
mpxi
a

� �
sinc

mptxi
2a

� �
cos

npyi
b

� �
sinc

nptyi
2b

� �

� cos
mpxi
a

� �
sinc

mptxi
2a

� �
cos

npyi
b

� �
sinc

nptyi
2b

� �
ð1Þ

sincðxÞ ¼ sinðxÞ=x, k2mn ¼ ðmp=aÞ2 þ ðnp=bÞ2, m represents the mth mode associated with the x-
dimension, n represents the nth mode associated with the y-dimension, ðxi; yiÞ are the
coordinates of the center of the ith port and ðtxi; tyiÞ are the dimensions of the ith port. The
constant Cm ¼ 1 if m ¼ 0 and Cm ¼ 2 if m 6¼ 0 and o is the angular frequency.

2.1. Improved modeling of conductor and dielectric losses

Originally the complex transverse wave number k2 was defined as [26]

k2 ¼ ðk0 � jk00Þ2 ¼ o2E0Ermð1� jðtan dþ 1=h
ffiffiffiffiffiffiffiffiffiffiffi
pf ms

p
Þ=2Þ2 ð2Þ

More recently in [21] the complex transverse wave number k2 has been defined as

k2 ¼ o2mE�
j2oEZs

h
ð3Þ

where m and e denote the permeability and permittivity of the dielectric, respectively, Zs is the
surface impedance of the imperfect conductor of the power/ground planes, given by [27]

Zs ¼ ð1þ jÞRs; Rs ¼
1

dss
; ds ¼

1ffiffiffiffiffiffiffiffiffiffiffi
pf ms

p ð4Þ

where Rs is the surface resistivity of the conductor layer, ds is the skin depth of field penetration
into the conductor and s is the electrical conductivity.

A broadband macromodel of the power/ground structure requires that phenomena are
accurately modeled from DC to the maximum frequency of interest. Model (1) is only accurate
above some tens of MHz as it assumes approximate models of both conductor and dielectric
losses.

Both models (2) and (3), incorporating frequency-dependent conductor losses, assume that
the skin-effect is well developed and loses accuracy as frequency decreases. This is a critical task
also for macromodeling purposes.

Furthermore, the lossy and dispersive behavior of dielectrics is usually modeled as

E ¼ E0 � jE0 tan d ð5Þ
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This model of dielectric losses may be not accurate at low frequencies as it selects tan d at a
specific frequency fdl, where polarization losses are significant and then extend the estimate to
the entire frequency bandwidth of interest [28]. It is well known that polarization losses are
frequency dependent and may become important in the range of hundreds of MHz and vanish
at lower frequencies.

In a power-bus structure, electric and magnetic fields propagation is determined by
longitudinal and transverse phenomena. In order to build a more rigorous model, firstly we
identify the unitary impedance and admittance describing longitudinal and transverse
phenomena:

Z0ðjoÞ ¼
2ZsðjoÞ

h
þ jom

� �
ð6aÞ

Y 0ðjoÞ ¼ joEðjoÞ ð6bÞ

The complex transverse wave number can be defined as

k2ðjoÞ ¼ �Z0ðjoÞY 0ðjoÞ ð7Þ

Thus, when using the cavity model, losses are accounted for by changing the complex transverse
wave number. The consistency of the model, as in transmission lines modeling where conductor
losses are described in terms of a longitudinal per unit length resistance, requires that also the
longitudinal unitary impedance is changed correspondingly. Thus, the generic Zmatrix entry (1)
can be re-written, in the Laplace domain, as

ZijðsÞ ¼
X1
m¼0

X1
n¼0

Z0ðsÞhCmCn

ðZ0ðsÞY 0ðsÞ þ k2mnÞab
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� �
; i; j ¼ 1; . . . ;Np

ð8Þ

In the present work, impedance ZsðjoÞ, describing the current distribution in the conductor,
is assumed obeying a transverse electromagnetic field (TEM) law. This makes it possible to
compute the impedance ZsðjoÞ numerically, as detailed in [29]. In fact, at low frequencies the
power-bus structure exhibits a capacitive behavior, which might be compromised by a poor
model of conductor and dielectric losses.

At low frequencies, the dominant mode is ðm; nÞ ¼ ð0; 0Þ. If we calculate the limit of ZijðsÞ as
s! 0, we obtain

lim
s!0

ZijðsÞ ¼ lim
s!0

Z0ðsÞh
Z0ðsÞY 0ðsÞab

¼ lim
s!0

h

Y 0ðsÞab
¼ lim

s!0

h

sEðsÞab
; i; j ¼ 1; . . . ;Np ð9Þ

Thus, the low-frequency poles are determined by the zeros of sEðsÞ: a poor modeling of
dielectric losses may result in unstable poles and special care is required to fit the complex
permittivity.

A more suitable model of non-ideal dielectrics is based on Debye and Lorentz models, which
allows one to describe the lossy and dispersive behavior of dielectrics as
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EðsÞ ¼ E0 E1 þ
XND

m¼1

ðEDS;m � ED1;mÞ
1þ stm

þ
XNL

n¼1

ðELS;n � EL1;nÞo2
0;n

s2 þ 2sdn þ o2
0;n

" #
ð10Þ

where parameters E1, EDS;m, ED1;m; ðm ¼ 1; . . . ;NDÞ, ELS;n and EL1;n; ðn ¼ 1; . . . ;NLÞ are all
positive and satisfy the following conditions:

ES ¼ E0
XND

m¼1

EDS;m þ
XNL

n¼1

ELS;n

 !
ð11aÞ

E1 ¼ E0
XND

m¼1

ED1;m þ
XNL

n¼1

EL1;n

 !
ð11bÞ

As stated above, dielectric permittivity is usually described in terms of the static permittivity
E0 and loss factor tan d, which are obtained by measurements. In order to adopt the rational
models based on Debye and Lorentz expansion (10), the parameters E1, EDS;m,
ED1;m; ðm ¼ 1; . . . ;NDÞ, ELS;n and EL1;n; ðn ¼ 1; . . . ;NLÞ need to be recovered.

If wideband measurements are available for the frequency-dependent permittivity, a fitting
technique [30] can be adopted to extract a rational approximation of EðsÞ. Otherwise, if the
characteristics of the dielectric are know at a single frequency sample, the method presented in
[31] can be used to obtain a reasonable model for lossy and dielectric permittivity.

2.2. Realization

The rational modeling technique described in the following aims to generate a pole–residue
macromodel of the power-bus structure using the cavity model while limiting the number of
frequency samples and the order of the rational approximation. The vector fitting (VF)
technique [30] can be used to build a rational approximation based on the frequency response of
a linear system; in the case of the power/ground plane pair the impedance matrix (1) is usually
approximated.

In the standard VF technique the order of the macromodel is chosen and fixed upfront; thus,
the complexity of the final equivalent circuit is fixed as well. Choosing the order is not obvious
for highly resonant structure like power/ground pair planes. On the other hand, higher orders,
while providing satisfactory accuracy, easily lead to unnecessary complex equivalent circuits.
Furthermore, overfitting may negatively impact the passivity of the generated macromodel as it
may increase the probability of outbound passivity violations [32]. Thus, there are at least two
reasons to limit the order of the rational approximation. An a priori estimation of the model
order is not a trivial task. To this aim the adaptive frequency sampling (AFS) algorithm,
described in the following section, can be effective.

3. RATIONAL MODELING ALGORITHM

The computation time to build a macromodel of power-bus structures might take so long that
one limits the number of data samples in order to get results in a moderate amount of time. If
the sampling rate is reduced, undersampling may occur, which means that some important
features, such as coupling effects and resonances, may be missed. Even if most of the desired
frequency range is oversampled, some important effects can still be missed due to local
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undersampling [33]. Traditionally, some prior knowledge of the system dynamics is required in
order to select an appropriate sample distribution and an appropriate model complexity to
accurately represent the impedance matrix of the structure. To alleviate this problem, an
efficient rational modeling scheme is applied, which combines the use of VF and AFS.

3.1. Vector fitting

VF is a robust macromodeling tool for rational approximation in the frequency domain. Based
on a frequency response, the technique iteratively calculates a suitable set of poles and solves the
residues of the transfer function in a two-step procedure, see [30,34] for details. The rational
model is generated for the admittance matrix:

YðjoÞ ¼ Z�1ðjoÞ ð12Þ

as it can be more easily linked to lumped elements, such as decoupling capacitors, and can be
incorporated in SPICE-like solvers that are based on modified nodal analysis (MNA) [35].
During the fitting process, it is ensured that all elements of the admittance matrix share a
common set of poles. Based on the partial fraction expansion of the transfer function, the
corresponding circuit realization can be easily obtained [36]. A direct application of the inverse
Laplace transform yields the following state-space equations:

_xðtÞ ¼ AxðtÞ þ BvðtÞ ð13Þ

iðtÞ ¼ CxðtÞ þDvðtÞ ð14Þ

where A 2 <p�p, B 2 <p�q, C 2 <q�p, D 2 <q�q, p is the number of states and q is the number of
ports. As the admittance matrix representation is used in this case, the input and output vectors
correspond to port voltages vðtÞ and port currents iðtÞ, respectively.

3.2. Adaptive sampling algorithm

An adaptive sampling technique is applied, which automatically selects a limited number of data
samples in consecutive iterations, and approximates the data by a rational pole–residue model
using the VF technique [37]. At the same time, the order of the rational model is kept minimal
[38–40]. Figure 1 shows a flowchart of the algorithm: it consists of an adaptive modeling loop
and an adaptive sampling loop. A pseudo-code description of the algorithm is also provided.

3.2.1. Adaptive modeling loop. The algorithm starts with a set of four data samples that are
equidistantly spread over the frequency range of interest. Depending on the number of available
data points, multiple rational fitting models are built with different orders of numerator and
denominator, exploiting all degrees of freedom. The RMS error of all fitting models is
calculated, and all models are rated and ranked accordingly. If the RMS error between the best
calculated fitting models and the selected data points exceeds a predefined threshold, then the
models are rejected and the model complexity is increased.

3.2.2. Adaptive sampling loop. Once the selected data samples are approximated sufficiently
well, the most accurate fitting models are selected and compared by a set of heuristical rules,
which are reported in [41]. Such rules provide an error estimate that can be used to validate the
quality of the overall models [42]. If the estimated error of the models is too high, due to an
inaccurately frequency response, then the adaptive sampling loop will select additional data
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samples at well-chosen frequency locations, and afterwards the adaptive modeling loop will
update the rational fitting models. The location of new frequency samples is determined by
minimizing the maximum relative fitting errors of the best models with respect to the frequency.
This process, called reflective exploration [42], is iteratively repeated until the largest mismatch
of the response is below a predefined tolerance level.

3.3. Rational model validation

In a final step, two additional data samples can be computed to validate the model. The location
of these data samples can be chosen where the estimated fitting error is maximal (error-based

Initialisation

Get initial samples

Build rational models

Check accuracy

Reflective exploration
Compare fits, check physics

Output

Adaptive Modeling
Loop (increase order)

Adaptive Sampling
Loop (add samples)

Figure 1. Flowchart of the AFS algorithm.

Table 1. Parameters of the power bus.

Conductor plane (cm) Port location (cm) Dielectric properties

Port 1 Port 2

a b h x1 y1 x2 y2 Er tan
26.5 20.7 0.1 4.7 4.7 8.5 8.5 4.5 0.02

a

b

h
x

yz S , tan

y1

x1

x2

y2

Figure 2. Schematic of a two-layer power-bus structure (Example 1).
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sampling), or where the distance between successive data samples is maximal (density-based
sampling). These validation samples are typically not used to build the fitting model, unless they
indicate premature convergence of the algorithm. When the algorithm is finished, a step-wise
reduction of the order using relaxed vector fitting (RVF) [43] can be applied to avoid small
redundancies in the model. To ensure stability of the time-domain simulations, passivity of the
macromodel is enforced as a post-processing step [32].

Algorithm 1. Adaptive frequency sampling (AFS) algorithm.
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4. VALIDATION STUDIES

4.1. Example 1

In the first example a typical power-bus structure is considered. Figure 2 shows the model
geometry and the parameters are summarized in Table 1.

In this example the power-bus structure has been modeled as a planar circuit with two
external observation ports with dimensions tx ¼ ty ¼ 0:1mm. The method described in [31] has
been used to generate the rational representation of the electrical permittivity, matching the
experimental data for FR4 (Er ¼ 4:7 at DC, tan d ¼ 0:02 at 100MHz).

The proper number of modes has been identified by progressively increasing the number to
150. However, it is not computationally efficient to calculate the cavity model with a large
number of modes, especially in the case of a large number of ports, because this results into a
complex equivalent circuit. As stated in Section 2, not all the modes have the same impact on the
overall summation in the frequency band of interest and many of them can be discarded without
affecting the accuracy. Figure 3 shows some of the modal impedance modes of Z11.

In order to reduce the computational workload, the proposed AFS method is used. Figures 4
and 5 show a comparison of magnitude and phase spectra of Y11 and Y12 as obtained by using
the proposed AFS technique and by using different numbers of modes Nx ¼ Ny ¼ 41; 100; 150.
The overall RMS error of the macromodel corresponds to 10�4, which shows that the response
of the AFS model corresponds quite well with the reference case obtained with Nx ¼ Ny ¼ 150.
Note that lower-order cavity models (50 100) are affected by significant errors.

It is also worth mentioning that the AFS macromodel has been generated by adaptively
selecting only 30 frequency data samples. Figures 6 and 7 show the spectra of the transfer
admittance Y11 and Y12 computed using a frequency sweep with 1000 samples [15] (solid line)
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Figure 3. Magnitude spectra of some of modal impedances of Z11 (Example 1).
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Figure 5. Magnitude spectra of Y12 (Example 1). Left: magnitude; right: phase.
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Figure 6. Frequency sampling of Y11 (Example 1). Left: magnitude; right: phase.
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Figure 4. Magnitude spectra of Y11 (Example 1). Left: magnitude; right: phase.
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and the AFS model (dashed line) based on 30 adaptively chosen key frequency samples
(crosses): both curves are superimposed.

If we assume that each of the Nx �Ny modes corresponds to a complex pair and that each
complex pair is synthesized by an equivalent circuit with four lumped elements, the total number
of circuit elements is Nce ¼ Nx �Ny � 4 ¼ 150� 150� 4 ¼ 90 000. The AFS-based
macromodel consists of 36 poles and can be synthesized by an equivalent circuit with only a
few hundreds lumped elements.

Passivity of the macromodel can be verified by inspecting the eigenvalues of an associated
Hamiltonian matrix. Figure 8 shows a frequency sweep of RealðYðjoÞÞ up to 2GHz, indicating
that the macromodel is also passive outside the frequency range of interest. The time-domain

0 0.5 1 1.5 2
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

Frequency [GHz]

E
ig

en
va

lu
e 

cu
rv

es

Figure 8. Eigenvalues versus frequency of RealðYðjoÞÞ (Example 1).
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Figure 7. Adaptive frequency sampling of Y12 (Example 1). Left: magnitude; right: phase.
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step response is also computed: Figure 9 depicts the voltage at port 2 when port 1 is excited by
an unitary step with a 1 ns rise time. The causality is strictly preserved, as can be clearly seen.

4.2. Example 2

In the second example we consider a rectangular power-bus structure consisting of two
parallel copper planes whose width and length are W5 254mm and L5 304.8mm, respectively.
Figure 10 shows the top-view of the structure and the location of the four electrical ports that
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Figure 10. Top view of power/ground structure (Example 2).
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Figure 9. Step response (Example 1).
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are located at (152.4mm, 127mm), (152.4mm, 25.4mm), (228.6mm, 25.4mm) and (279.4mm,
228.6mm), respectively, with dimensions tx ¼ ty ¼ 0:1 mm. The dielectric material between the
two copper planes has a thickness 1.0161mm, a relative permittivity of 4.5 and a loss tangent of
0.005.

The reference results are generated by using the cavity model with Nx ¼ Ny ¼ 100 in the
frequency range 0Hz-1GHz, with a frequency spacing of 250 kHz (which means that 4001
equidistant samples are computed). The AFS algorithm automatically calculates a macromodel
using only 33 data samples. Inverse magnitude weighting was applied to obtain good
approximation of the response at the lower frequencies. The 44-pole macromodel generated
by AFS is accurate as confirmed by Figure 11 where the magnitude spectra of admittances
Y1j ; j ¼ 1; . . . ; 4, as evaluated by using the standard cavity model (solid line) and the
reduced-order macromodel (dashed line), are compared. No significant difference can be
observed, since the RMS error corresponds to 10�3 and both curves are again superimposed.

It is known that the unloaded power/ground structure behaves like a capacitor at low
frequencies. The low-frequency behavior is significantly affected by the models used for
conductor and dielectric losses. Figure 12 shows the phase of impedance Z11 using the newly
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Figure 11. Magnitude spectra of admittances Y1;j ; j ¼ 1; . . . ; 4 (Example 2).
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proposed accurate loss model. As expected, the capacitive behavior is correctly captured at low
frequencies, down to DC.

Stability and passivity of the macromodel are crucial to accurately perform a transient
analysis and to estimate the voltage bounce correctly. The stability of the macromodel can easily
be enforced by flipping all poles in the left half complex plane. Regarding the passivity, the
eigenvalue spectrum of RealðYðjoÞÞ of the reduced-order macromodel has been computed to
detect passivity violations at frequencies, where the eigenvalues are less than zero. Only a minor
passivity violation has been detected at low frequencies, which can be easily compensated using
the algorithm presented in [32]. Figure 13 shows the eigenvalue spectrum of RealðYðjoÞÞ before
and after passivity enforcement and a zoom at low frequencies, where the passivity violation has
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Figure 12. Phase spectrum of impedance Z11 (Example 2).
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detail of the passivity violation and compensation, at low frequencies.
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been detected. Since the passivity violation is quite small, the compensation does not impact the
overall accuracy of the macromodel.

The final macromodel can be either synthesized into an equivalent circuit [44] and
implemented in a SPICE-like solver [45] or converted into a state-space realization [36] and
simulated by means of an ordinary differential equations (ODEs) solver.

In Figure 14, the transient analysis has been calculated twice: firstly in the frequency domain
using the exact admittances and then transformed into the time domain using the IFFT, and
secondly, directly in the time domain by using the proposed reduced-order macromodel (AFS).
The source voltage is represented by a trapezoidal pulse train with rise and fall times
tr ¼ tf ¼ 1ns, pulse width w5 10 ns, and period T 5 220 ns. Ports 1, 3 and 4 are terminated on
50O resistances while port 2 is loaded with a decoupling capacitor Cl ¼ 10 mF. Figure 14 shows
the results that exhibit good agreement, confirming the robustness of the proposed method to
capture the phenomena of power/bus structures.

In order to check the accuracy of the reduced-order model, the feature selective
validation (FSV) procedure has been applied. The FSV techniques aims to perform the
comparison of different data sets by mimic the behavior of a group of experienced
engineers when they perform such a comparison by means of a visual approach [46–48]. The
FSV method is based on the decomposition of the original data into two parts: amplitude
(trend/envelope) data and feature data. The former component accounts for the slowly varying
data across the data set and the latter accounts for the sharp peaks and troughs often found
in numerical and experimental data. The numerical figures of merit obtained as output from the
FSV procedure can be converted in a natural language descriptor (excellent, very good, good,
fair, poor, very poor comparison). The essential meaning of the FSV figures of merit are: ADM
(amplitude difference measure), FDM (feature difference measure) and GDM (global difference
measure).

The input data are compared with those obtained from the AFS-based macromodel over
the frequency range 0–1GHz. Figure 15 shows the FSV comparison of the magnitude of Y14

matrix entry. As seen, all the figures of merit confirm that the AFS model perfectly captures the
physics of the system and provides a very good approximation over the entire frequency band
0–1GHz.

0 100 200 300 400 500 600

0

0.01

–0.01

–0.02

–0.03

0.02

0.03

Time [ns]

IFFT
AFS

0 100 200 300 400 500 600

0

0.002

–0.002

–0.004

–0.006

–0.008

–0.01

0.004

0.006

0.008

0.01

Time [ns]

IFFT
AFS

Figure 14. Port voltages (Example 2). Left panel: port 1; right panel: port 4.
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Figure 15. ADMc, FDMc GDMc confidence histograms.

G. ANTONINI ET AL.72

Copyright r 2008 John Wiley & Sons, Ltd. Int. J. Numer. Model. 2009; 22:57–76

DOI: 10.1002/jnm



5. CONCLUSIONS

In this paper, the AFS technique [38], along with the VF method [30], has been used to generate
broadband macromodels of power/ground plane pairs. The proposed approach allows one to
automatically generate an accurate passive rational pole–residue approximation of the cavity
model over the frequency range of interest. The AFS algorithm limits the order of the
macromodel and, as a consequence, simplifies the equivalent circuit of the power-bus structure.
Standard passivity enforcement techniques can be used in a post-processing step, as needed. The
numerical examples confirm the robustness of the proposed approach to generate accurate and
passive SPICE-compatible models, which can be used to evaluate transient voltage bounce due
to the simultaneous switching noise.

Finally, it is worth to mention that, although the cavity model has been adopted to extract
the Z matrix in this paper, any kind of 3D full-wave approach can also be used in conjunction
with the AFS technique.
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