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Abstract
Rational least-squares techniques are commonly used to build compact macromodels of passive

microwave components. This paper describes a technique which calculates rational least-squares fitting models
by matching S-parameter frequency data-samples and higher-order frequency derivatives (or moments) using
orthonormal polynomial basis functions to improve the numerical accuracy. Some considerations are given
about the optimal choice ofpolynomial basisfunctions.

1. INTRODUCTION

Rational least-squares tec iques are often
used to calculate rational fitting models by
approximating the scattering parameter matrices of
passive electrical and electronical components.

Solving the approximation problem in a
traditional monomial power series basis leads to ill-
conditioned, Vandermonde-like systems of
equations which are hard to solve in finite machine
precision. In [1] and 2, it was shown that
orthonormal polynomials, generated by a
symmetric Lanczos process can lead to an
improvement in numerical conditioning.

This paper shows how frequency derivatives
are included in the fitting process. A possible
application is the matching of moments at multiple
expansion points, which is widely recognized. as a
useful tool in the context of Reduced Order
Modeling (ROM). Also, frequency derivatives can
provide additional information to adaptive
sampling techniques, which are often used to model
deterministic simulation-based data at a reduced
computational cost.

Finally the optimality of the technique is
discussed, and some considerations are given about
alternative polynomial basis functions which can
further improve the numerical accuracy of the
technique.

2. RATIONAL APPROXIMATION

2.1 Rational model

A rational model R(s) is defined as a
quotient oftwo polynomials N(s) and D(s)
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where AV and D represent the order of
numerator and denominator respectively, and IV,
and Dd the polynomial coefficients. The rational
function provides an approximation of the spectral
response of the system over the interval LfiM fm1a]
Since there are N+D+l unknown coefficients (Do
can be chosen arbitrarily, e.g. D0=1), a set of
K=N+D+1 samples (s H(Sk)) is required to identify
R(s) completely. R(s) is then an interpolating curve
passing through the values HI(Sk) at the complex
frequencies k, for k11,...,K.

To estimate the polynomial coefficients in a
least squares sense, the following non-linear cost
fnction needs, to be minimized
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Due its non-linear nature, this optimization
problem is often replaced, by a linearized variant,
e.g. using Kalman's method [3][4].
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Both methods are essentially different,
however the linearized problem is commonly used
in Engineering, and often provides acceptable
results in practice. If not, one can resort to the use
of non-linear optimization techniques, or e.g. the
use of iterative least-squares techniques, such as a



Sanathanan-Koerner iteration [5]. A more detailed
analysis is beyond the scope of this work.

In some cases, it's possible to obtain tth
order frequency derivatives (skYt)(sk)) from the
simulator. Frequency derivatives are scaled
moments (coefficients of the Taylor series at a
given expansion point), which can often be
simulated at a significantly lower computational
cost than data samples. Taking them into account
can significantly reduce the overall simulation cost,
since they provide additional information to the
modeling process [6].

2.2 Orthonormal polynomial bases

Let's define matrix V and vector H as

V =[S'rs2 ,,,SK]T and

H sdiag(H(s),..., H(sK))
(4)
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Then the identification problem can be
formulated in terms of the unknowns N=(No- *N)T
and. D(D... D))T as

(VON -HVID) 1 (HV) (6)
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The columns of the Vandermonde matrix V
are [I,SJ,S 1..., ,S], where S-diag([s1,s2,...,sK]),
and I is a K column vector with all entries set to 1.
Hence, the columns of V form a Krylov subspace
Kr,,(S,1). Since S is symmetric, an orthonormal
basis is calculated using a symmetric Lanczos
method, which produces the factorization SQ=QT
7]. It follows that Q has orthonormal columns
which span Kr±i(S,l), and T is tridiagonal. Based
on the elements of T, the polynomial basis is
defined by a three-term recurrence relation
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To obtain polynomials which satisfy
complex conjugate symmetry, it is required that the
basis polynomials are orthonormal on both sides of
the frequency axis. This corresponds to generating
Kr+i(SK1) where S =diag([sl,...,SK,Sl ,...SK*A
h '=diag(H,H*) and 1 is a 2K column vector with
all entries set to 1. In practice a similar result is
obtained by using a modified Armoldi process
where only the real projections are used. This way,
the orthonormal polynomial basis is defined by a
simplified three-term recurrence relation (t =0).
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So, the coefficients of the rational model
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are calculated in the orthonormal basis [ ][2][8] by
solving

(10)

2.3 Frequency Derivatives

When frequency derivatives of the data are
available, the orthonormal polynomials can be
generalized.
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Hence, the coefficients N, and Dd of the
rational fitting model now satisfy
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If pit) is the ?h order derivative of the nth
order numerator polynomial, pdt) is the tth order
derivative of the " order denominator polynomial,
and 'P) is the tth order derivative of the frequency
domain data. All derivatives are relative to j2nf

The set of equations at all frequencies sk and
for all derivatives t, can be solved in terms of the
unknowns NAT and Dd-

To avoid a breakdown of the orthononality,
virtual samples are introduced when frequency
derivatives are included.

2.4 Optimality Polynomial Basisfunctions

Although the orthonormal basis, as used in
(6) or (10), provides an improvement in
conditioning compared to solving a Vandermonde
matrix, the choice of the basis functions is not
always optimal.

In fact, better results can be obtained when
the numerator and denominator expression is
expanded in a different basis of orthonormal
polynomials [8]. Suppose the orthonormality is
defined with respect to the following inner product.
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For the numerator polynomials, the
weighting function wk is defined as 1, and for the
denominator polynomials, the weighting function is
defined as HIs(). After orthonormalising the
numerator and denominator polynomials
separately, the matrices hf) and Qdc can be
calculated. Then the normal equations are given by
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with A=( HQIDON -H )ID and b=(HQ"'o) [9].
Due to the orthonormality, ATA is structured in the
following way
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In [10], it was proved that this polynomial
basis is optimal in a sense that no other polynomial
basis can be found resulting in a better conditioned
form of the normal equations. Note however, that
the structure of these matrices is lost when
frequency derivatives are taken into account.

For more information about the calculation
of the basis functions, the reader is referred to
[9] [6] [II]. The inclusion of frequency derivatives
in combination with adaptive sampling [12] is
described, in [6].

3. EXAMPLE

The transmission-line coefficient S12 of a 2-
p0or Lowpass Filter is modeled over the frequency
range [2 GHz - 6 GHz]. All data samples are
simulated with the planar full-wave electro-
magnetic simulator Agilent FFsof Momentum [13].

15 data samples are selected, which are
equidistantly spaced, over the frequency range of
interest, and a rational approximant is calculated,
using the technique as described in §2.2. The fitting
model is calculated without making use of any
frequency derivatives,

Figure 1 shows the rational fitting model
(dotted line), and compares it to very densely
sampled reference data (full line) on the left axis,
The fitting error is shown on the right axis as a
dashed aline.

Clearly, the fitting model has an accuracy of
approximately -1543779 dB, which is definitely not
sufficient. Now, suppose that the first order
frequency derivatives can be obtained from the
simulator.

Figure 2 shows the calculated fitting model,
based on the same 15 data samples, however in this
example, the first order frequency derivatives are
taken into account. The additional information can
he exploited. hy the algorithm, and, now the fitting
model has an accuracy of approximately -70.6604
dB, which is quite accurate. Note that the
magnitude of the fitting model closely matches the
shape of the reference data.
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Fig 1:- Rational modeling of Lowpass Filter, hased.
on 15 data samples. Magnitude of rational
model (dotted. line), and, reference data (fuill
line) shown on left axis. Fitting error
(dashed line) shown on right axis. No
frequency derivatives used.
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Fig 2 Rational modeling ofLowpass Filter, based
on 15 data samples and first order
derivatives. Magnitude of rational model
(dotted line), and reference data (full line)
shown on left axis. Fitting error (dashed
line) shown on right axis. First order
frequency derivatives used.



4. CONCLUSIONS

In this paper, a rational least-squares
tec inque is described, which includes frequency
derivatives in the modeling process. Orthonormal
polynomials are used to improve the numerical
accuracy of the approximation problem. Some
considerations are given about the optimal choice
of polynomial basis functions.

REFERENCES

[1] C.P. Coelho, J.R. Phillips L.M. Silveira,
Robust Rational Function Approximation
Algorithm for Model Generation, Proc. 36th
ACMIIEEE Conference on Design Automation
(1999), 207-212.

[2] A. Garcia-Lamperez, T.K. Sarkar, M. Salazar-
Palma, Robust Computation and Modelling of
Wide-Band System Responses using the Cauchy
Method, IEEE Antennas and Propagation Society
International Symposium 2 (2002), 720-723.

[3] A. Shaw, An Optimal Method for Identification
of Pole-Zero Transfer Functions, IEEE
International symposium on Circuits and Systems,
5 (1992), 2409-2412.

[4] R.E. Kalman, Design of a Self Optimizing
Control System, ASME 80 (1958), 468-478.

[5] CJ(. Sanathanan, J Koemer, Transfer Function
Synthesis as a Ratio of Two Complex Polynomials,
IEEE Trans. Automatic Control 8 (1963), 56-58.

[6] D. Deschrijver, T. Dhaene, Adaptive Model
Based Parameter Estimation, based on Sparse Data
and Frequency Derivatives, Lecture Notes on
Computer Science 3037 (2004), 443-450.

[7] Y. Saad, Iterative Methods for Sparse Linear
Systems, SIAM, 2003.

[8] D. Deschrijver, T. Dhaene, Univariate Rational
Modeling Toolbox, COMS research group,
University of Antwerp, Belgium,
http//www.coms.ua.ac.be/urm toolbox URM-3 &
URM-4, vl.0 19-05-2005.

[9] M. Richardson, D. Formenti, Parameter
Estimation from Frequency Response
Measurements using Rational Fraction
Polynomials, Proc. 1st IMAC Conference (1982),
167-181.

[10] Y. Rolain, R. Pintelon, K.Q. Xu, H. Vold, Best
Conditioned Parametric Identification of Transfer
Function Models in the Frequency Domain, IEEE
Trans. On Automatic Control, AC-40 11 (1995),
1954-1960.

[11] G.E. Forsythe, Generation and Use of
Orthogonal Polynomials for Data-Fitting with a
Digital Computer, SIAM J. Soc. Indust. Appl.
Math. 5 (1957), 74-88.

[12] D Deschrijver, T. Dhaene, Efficient GA-
inspired Macro-Modeling of General LTI Multi-
Port Systems, 8t' IEEE Workshop on Signal
Propagation on Interconnects (2004), 95-98.

[13] Agilent EEsof Comms EDA, ADS Momentum
Software, Santa Rosa CA, USA, 2004.


